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Outline
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• Natural Language Processing (NLP) and Artificial Intelligence

o NLP: big data and machine learning, current challenges

• Core technologies in NLP: language modeling

o Language models, neural language models

• Transformers: a big step forward

o Continuous pre-training, fine-tuning

• Scientific challenges for eCream

o Multilingual pre-trained models for the medical domain



Natural Language Processing and Artificial Intelligence
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• We are in the era of “big data” and machine learning

o Natural Language Processing (NLP) is not an exception!

• NLP requires massive amounts of data for training NLP models

o Machine translation, sentiment analysis, chatbots, information extraction, summarization, etc.



Why NLP for the Medical Domain?

• A significative amount of information is 
still in textual format

o Need to be extracted and stored

o High language variability: different terminologies, different 
languages

o Non grammatical language, acronyms, abbreviations, 
typing errors

• Few examples

o Classification of clinical reports

o Coding ICD-10 pathologies

o Extract relevant information
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Which data do we need?

• Annotated data

o Require human supervision (domain experts), learning is expensive

o 10K+ annotations for a downstream task (training, dev, testing): 
classify clinical reports, extract diagnosis

o Issues: category unbalance, poor agreement among annotators, 
noisy data

• Non annotated data

o Do not require human supervision, learning is cheaper

o Used for language modeling, clustering (topic modeling)

o 100M words for language modeling

o Issues: noisy data, limited availability (e.g., data protection 
regulations)

A 25-year-old man with a

history of Klippel-Trenaunay

syndrome presented to the 

hospital with mucopurulent

bloody stool and epigastric  

persistent colic pain for 2 wk.
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Current challenges in NLP

• Find a tradeoff between supervision and performance

o Goal: reduce as much as possible the need of human annotated data

• Example: classification of radiological reports

6



A Big Challenges for NLP

• Find a tradeoff between supervision and performance

o Goal: reduce as much as possible the need of human annotated data

• Example: classification of radiological reports
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Language Models

• A collection of probabilities derived from a collection of texts

o The probability of a sequence of words (a sentence)

o The probability of the next word, after a sequence of words
the probability 
that “to” occurs 

after “want”
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Why are Language Models Useful?
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• There is a lot of implicit 
knowledge about language 
and world!

• This knowledge is crucial for 
interpreting natural languages

• No need of human 
supervision!

P(english|want) = .0011

P(chinese|want) = .0065

P(food|chinese) = .052

P(to|want) = .66 

P(eat | to) = .28 

P(food | to) = 0 

P(want | spend) = 0

P (i | <s>) = .25

cultural knowledge

syntactic knowledge

knowledge about the 
application

word association, 
terminology



A Step Forward: Neural Language Models

• Transformers

o Predict word probabilities, rather than counting 
them: better results (Baroni, et. al. 2014)

o Consider both left and right context

o Trained to guess the next word in a sentence, 
or a masked word in a sentence

o Self-supervision: do not require human 
annotations

o BERT (Google), GPt-3 (OpenAI), T5 (Google), 
and many others

o Trained over 5BN+ words on English (e.g., 
Wikipedia)
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Using Neural Language Models

• Specialize a generic language model on a specific task

o Fine-tuning on a specific task (downstream task)

o Different objective function (e.g. document classification)

o Require annotated data for the task

11



Continuous Pre-training of a Generic Language Model

• Continuous pre-training

o Same objective function of the pre-training 
step (masked word)

o Use as much as possible documents of a 
specific domain/genre (e.g., 
conversations, tourisms, medicine)
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Pre-training on the biomedical Domain

• A “native” language model for the biomedical domain

o Pretraining on biomedical corpora on the same BERT objective function (masked word)

o BioBERT (Lee at al. 2019): state-of-the-art results on specific biomedical tasks
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Pre-training on the biomedical Domain

• A “native” language model for the biomedical domain

o Pretraining on biomedical corpora on the same BERT objective function (masked word)
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o BioBERT (Lee at al. 2019): state-of-the-art results on specific biomedical tasks

This is for English !

Can we do something similar for other European languages?

A grand challenge for eCREAM (and not only)



Ongoing Work for eCREAM: mT5
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• A biomedical language model for Italian 
based on T5

o 143M word (done)

o Building mT5 for Italian (ongoing)

o Test the model on eCREAM tasks

o Extend to other eCREAM languages: a 
multilingual medical T5

67.048.457 commoncrawl_medico.txt

30.592.830 foglietto.txt

13.294.320 wikipedia_medicina.txt

11.630.234 e3c.txt

6.305.658 farmaci.txt

5.827.020 tesi.txt

2.287.728 pubmed.txt

1.346.562 integratori.txt

1.339.226 nurse24.txt

1.223.656 iss.txt

975.585 appunti.txt

904.215 humanitas.txt

489.977 mypst.txt

157.147 patologie.txt

26.553 simulazioni.txt

20.469 casiclinici.txt

143.469.637
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Fine Tuning mT5 on eCREAM Tasks

Entity extraction, identifying relevant information in text (such as the presence of signs and 

symptoms, suspected and confirmed diagnosis, anamnesis).

Entity linking, linking such relevant information to corresponding coding repositories (e.g., 

ICD-9-CM, UMLS).
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TAKE HOME MESSAGE

• Neural language models (transformers) are the 
current state of the art in Natural Language 
Processing

• Challenge for eCREAM: a native language model 
for the biomedical domain for European languages

• We need documents for the biomedical domain!

• Scientific papers, theses, clinical documents, etc.

• We need annotated documents for downstream 
eCREAM tasks
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Transformers

o Efficiency: trained on several billions

o Take advantage of attention mechanism

o Consider both left and right context

o Contextualized representation of word meaning

the structure of cell membrane is known as field mosaic


